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ABSTRACT

Field ionization of vapor deposited water on a plat'mum field emitter was studied over a
temperature range' of 103 -150 K. Water adlayers that were 50 ~3600 A thick Were grbwn under
field-free éonditior;s by exposure of a cryogenically cooled emipter tip to water vapor in uitrahigh
| vacuu?n. Field ionization was probed by rarﬁped field desorption (RFD) in which desorption of
ionic species (hydrated protons) is measured while increasing the applied electric ﬁeld linearly in
time. The ciependence of the ﬁeld required for ionizatfon onset as a function of temperature and
water thickness is presented and discussed. In the limit of thin layers the onsef ﬁeld_ decrc;,ased
from 0.5 to 0.2 V/A as iemperature increased from 105" to 150 K. An activation barrier of 0.7 eV
(16 kcal/mol) for ionization of amorphous and crystalline water was estimated from the
| . temperature dependence _of the onset field. This is in excellent agreement with the 0.74 eV (17

kcal/mol) required to produce a pair of ions from a pair of solvated water molecules.
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1 ‘Infroductioh

Electrode/electrolyte interfaces typica]ly ‘supg')or.t ﬁigh sﬁrfaqe electric fields oh the order of
1-3 V/A [1-3]. While the surface electric ﬁeld depends upon electrode poténtial and the nature of
~electrode and electiolyte, the responée of the electric field tb these parameters and its subsequent
influence in electrochemiéal processes remain unk',now.n due to the difficulty of directly controlling
the ﬁeld.v The ﬁeld at the surface can Be indépendently controlled through the use of sharp field
emitter tips. Fields of up to 5 V/A can be obtained by applying potentials of 1-5 kV- onto 'tips of
radius 100-1000 A.. Because the tips thems;elves are nanométer-sized objects, studies of this
nature are also relevant for understénding the role of water in process nanotechnology.

Despite the significance of field effects on water at eléctrode/;alectrolyte interfaces [4],
there have been only a few studies of its behavior in high electric fields. These studies found that |
hydrated protons (H;;_Q),,H*, with n ranging frdm 1-10,'desorb from water covered emitter tips [5-
10]. Protonated water ciusters are formed at applied fields aé low as 0.15 V/A [6, 7]. Most
studies invélved water deposited in the presencé of an applied vﬁeld, and as a result, the ordering
of the water layer was strongly influenced by the electric field. Only the work of Stinfz and Pahitz
studied the effects of electric fields on amorphous ice [9, 11]. They formed thin layers (100 A) of
amorphous ice by dep'ositirig water at cryogenic temperatures in the absence of an applied field.
They also detected hydrated protons, with the predominant clustér size being three water
' ‘molecules (n= 3). Stintz and Panitz found that ionization depends uponv the morphology of the
water layer: above the glass transition temperature larger.water clusters form and the ionizz.nion
field decreases less quickly with increasing temperature’[9].

~ Multilayers of water can be deposited on cryogenic surfaces (< 160 K) under vacuum

-3-




| conditions [12]. Water deposited ﬁnder these conditions féms either amorphous ice, cubic ice,
hexagonal ice, or a mixture thereof. Amorphous ice can be ﬁsed to simulaté room temberaturé
water because it is a metastable form of liquid water [13]. Th1s interpretation is supported by' X-
ray diffraction, neutron diffraction and Raman spectroscopy results [14-17]. Evaporation rate énd
calo'rimetry data have shown that thermodynamic continuity exists between amorphous ice and
liquid water '[18-21]. Above its glass transition tempergtﬁre of 136 K, amorphous ice is believed
to be a highly viscéus, metastable liquid [22].
| The structure of the water layer depends upon the surface temperature, depbgition rate
(13, 17, 23-26] and fhe wettability of the surface [27]. Amorphous ice forms as a consequence of
the initial growth conditions and is not necessarily an inherent growth property of ice [27]; its
fqrmation 1s favored at deposition rates less than 10 A/s, low temperatures [13, 17, 23], and on
surfacés more easily wetted by water [27]. The‘morphology of amorphous ice dgpends on
deposition temperature. ‘Amorphous ice deposited' below 110 K is a porous solid with a large
number of microporés that bégin to collapse when the temperature of the sample is raised above
120 K [26]. Ice deposited between 110 and 140 K has a higher déhsity because fewer micropores
form in the layer [26]. Brown et. él. have determined that the density varies linearly from 0.79
glem’ at .80 K t0 0.93 g/cm’ at 130 K. The density is constant above 130 K [12].
Crystallization of amorphous ice depends strongly on depoéition conditions and thermal
“history [21, 25]. Pure aimorphous ice crystallizes to cubic ice near 150 K [13, 22, 26-30]. There
have been some reports that crystallization occurs between 130-140 K [24,_29, 31].‘ The lower
crystallizatiqn témperature_is attributed to the presence of crystalline nuclei in the sample [13, 17].

Crystalline nuclei will form if the water is deposited with a supersonic jet [9] and at higher

a4



deposition temperatures. Amorphous ice deposited below 113 K contains only minute quantities

of crystalline ice [32], but the crystalline content increases with incréasing deposition temperature
[25,27]'. The ‘tempberature dependence of the crystalline cdntgnt of the :Water layer is not currently
known, but there are reports that no more than 30% of the sample crystallizes to cubic ice befofe ,
crystallization to hexagonal ice {31, 33]. The crystaljization temperature of hexagonal ice is 200
K [28].

In this paper we report experimental results for field ionization of water. Water was
adsorbed at temperatures of 100 to 150 K onto a platinum ﬁéld emitter tip under ﬁeid-free
conditions in ultrahigh vacuum. Ionization was examined by isothermal ramped field desorption
(RFD) performedA éis a function of temperature and water layer thickness. These experiments
differed from those of Stintz and Panitz in that a wide range of water thicknesses was studied,
thus allowing exploration of the thickness-dependence of ionization and det_ermination of the

surface field required to ionize water. We interpret the results in terms of the temperature and

 thickness dependence of the field at ionization onset. Comparison of the experimental results with

those of a previous modeling study will be discussed elsewhere [34].

2. Equipment and Procedure

The experimental apparatus and procedure have been described previously [35] and will
therefore be described only briefly. The vacuum chamber was pumped by a turbo-molecular
pump and titavnium’ gétter pump to obtaiﬁ a basé pressure of 10710 torr. A field emitter tip was
used to generate electric fields as large as 4 V/A. Tons produced by the tip were projected onu; é
pair of chevron microchannel plates (MCP) and directed onto a phosphor screen to form a greatly

magnified, projection image of the tip surface. “This image shows the detailed atomic
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arrangements of the hemispherical tip surface [36]. Field ionization images were recorded with a ,

CCD camera and VCR.
A platihum tip, oriented along the [100] axis, was spot-welded to a 0.25 mm diameter

heating loop mounted to the bottom of a cryogenically cooled downtube. -The temperature was

. measured by a chromel/alumel thermocouple spot-welded to the heating loop. The desired

temperature was maintained within + 0.3 K by’zi PID temperature controller connected to a d.c.

power supply for resistive heating. A high voltage feedthrough at the bottom of the downtube

| provided high voltage isolation for the heating loop/tip. asserﬁbly.

The field emitter tip was electrochemically etched from 0.013 mm‘ diameter platinum wire
at 2-3 Vdc.ina moltén mixture of sodium chloride and sodium nitrate. The tip radius was
aetermined from the best imagiﬁg field in neon of 3.75 V/A [37]. The relationship between the
applied poténtial'V, and the applied field Fgpp is |

Fapp =V 1B, ‘ (1)

where B is the shape factor and ry is thé tip radius. The shape factor is 5 for a typical emitter tip
[38]. The tip radius in these experiments ranged from 335 to 374 A. Tip radii determined from

the best imaging field were within 20% of those estimated by counting the number of lattice steps

between the (001) and (113) planes m the field ionization images.y The relative error in the

electric fields reported in these experiments is less than 5%. In this paper the term “applied' field”

is used to describe the field that would occur at a bare tip surface in vacuum for a given applied

tip potential.



A three-step procedure was used to ensure that the tip was free from contaminants at the

beginning of each experimental run. First, the tip was heated to 500 K to desorb water from the

tip and heating loop assembly. Second, any remaining contaminants were field desorbed from the

E tip by imaging in neon and hydrogen. Finally, a Small amount of platinum was field desorbed in

neon to ensure that the surface Was atomically clean.

. Prior to dosing, water was degassed with both liquid njtrdgen énd dry ice in se.veral
freeze-thaw cycles. Water was introduced into the background of the vacuﬁm chamber through a
Qariable.leak véllve to produce a uniform layer of ice on the tip under field-free cond{tions. The tip
was held at the desired temperature during dosing. The tip was exposed to 5.0 x 107 torr of
water for 2 to 60 minutes. The deposition rate was ~0.8 A/s under these conditions. Chamber

pressures of less than 5.0 x 10" torr were typically achieved within 2 to 10 minutes after dosing.

‘Water thicknesses of 50 to 3600 A were obtained from these exposures.

The water layer thickness was estimated from the empirical method developed by Brown

et. al. [12]. The maximum growth rate of the water layer is determined by the incident flux J;,:

= ——— o ey
Ny [2mmkT,

where P, is the partial pressure of water, N, the surface density of a monolayer of water, m the

mass, k Boltzmann’s constant, and T, the gas temperature. The surface density of a monolayer of

water is 1.056x10"° molecules/cm*ML [12]. It is necéssary to correct the growth rate by the

“desorption flux Jz:




. - E ' N
Jdes =Vo exPl: de ] . (3)
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where V, is the desorption pre-exponential factor of 4x10'> ML/s, E, the desorption activation

barrier of 48.25 kJ/mol [12], and T; is the surface témperature. The condensation coefficient for

the water layer is defined as:

Ca=sqy-Jes@ ®

in

where S(7) is the sticking coefficient. The sticking coefficient for water is 1.0 below 160 K [12].
The thickness of water on the surface is the difference between the amount of water deposited

during deposition and the amount of water leaving the surface during chamber pump down:

M P,
t, = Toxp — J des N T (5
W ON A | [2mem kTg exp destN w | pump |

where M is the molecular weight, p the deﬁsity of the water adlayer, Ny Avagadro’s number, T.x,
the exposure time, and z;,u,,;p the pump down time. The second term in Eqn. 5 is very small at
btemperat_ﬁx"es less than 145 K. The density of the water layer Qaries linearly frofn 0.8 g/cm3 at 80
K t0 0.93 g/em’ at 130 K [12).

‘Ramped field desorption (RFD) spectra were obtained after removing water from the

background gas [1 1]. During the RFD runs, the potential applied to the tip was increased at a




rate of 10 V/s. When the ﬁeld»becomes sufﬁciently large, ions are created, d.esorb‘from the water
layer, 'acc_elerate away froh the tip radially, and are detected at the MCP/phosphor screen .
assembly. Ihe signal frdm the phosphor screen was monitored by two rate meters, each v'vith‘a
time constant of 0.1 s. The first rate meter was always set to a sensiti‘}ity df 300 counts per
second. (CPS) full scaie, while the second was adjusted to capture the entire peak. It was

necessary to use a constant setting on the first rate meter to define an instrumental constant,

which will be used later. -

3. Resﬁlts

The effects of temperature and ice thickness on water ionization were observed. In these

experiments, the ice thickness was systematically varied at constant temperature. Data were

collected at temperatures between 100 and 150 K. The ionization behavior for thin and thick

layers and the effect of thickness on onset ionization are discussed below.

3.1 . Ionization in Thin Layers

A CCD camera and VCR recorded .the images on the phosphor screen during the field
ramp. Ionization is indicated by bright dots in the field ionization images. In thin layers,
ionization is randomly distributed on thg tip surface. Fig. 1 shows an ionization image for a thin

layer (x = 0.7) at 108 K, where
x=tyln. , (6)

This imzige is a typical frame from the video of the desorption évent. At temperatures above 130 '
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- K, the bright dots are more localized, but they still have a very short duration, as shown in Fig. 2 R

for 133 K. The brighf region in Fig. 2 was present in 'only one frame of the videotape.

The ramped field desorption spectra provide further insight into ionization of thin water

 layers. Fig. 3 shows a series of spectra obtained at varying temperatures at a dimensionless

thickness of x=0.3 -0.4. As éxpected, the peaks shift to lower applied fields as temperature

increases. At 103 K ionization occurs in a single peak. As temperature increases, the peaks begin
to have multiple features. Above 130 K, these features split into two distinct peaks. The distance
between the two peaks increases with increasing temperature because the location of the first

peak is more,stron'vgly dependent upon temperature than the second peak.

3.2. Ionization in Thick Layers

The field ionization images for thick layers are also temperature dependent. Fig. 4 shows
a typical ionization image sequence for t.empératures’below 130 K. At ionization onset the bright
dots (ions) are randomly distributed. Fig. 4a shows the image at 108 K for a dirﬁensionless
thickness x of 4 at an applied field of 1.1 V/A. The numbe.r of dots gradually increases with
applied field (Fig. 4b) until a critical field is reached and t'here is a bright flash, as shown in Fig.
4c. The bright flash has a short duration (approximately 1 second). After the flash, the screen is

dark, indicating the absence of ionization. For very thick layers, there may be subsequent flashes ~»

as the field increases. These flashes may be ionization of water that has diffuéed to the tip from

the shank.
The ionization imageS of thick layers above 130 K are quite different from the images at
lower temperatures. 'Above 130 K ionization is confined to highly localized regions, or zones,

which persist throﬁghout ionization. A typical sequence above 130 K is shown in Fig. 5. This

-10-



sequence isfora dimensiorﬂess thickness x of 6 at 133 K. _At ionization onset, the ionization
zones are merely faint regions thaf grow in siie and intensity as the applied field increases. Fig. Sa
shows the field ionizatidn'image at an applied field of 1_V/A. The zones are relatively immobile
and move only to distance themselves from neighboring ionization zones. This results in an
apprlo'xi‘mately hexagonal pattern, as shown in Fig. 5b. As the field increases, the ionization zones
increase in number aﬁd decrease in diaﬁeter. Eventually th¢ zones become mobile and begin to
move randomly on the surface as the applied field continues to increase. Near the'end of
jonization a dark region appears at the tip apex (Fig. 5¢), which _indicateé the absence; of
ionization. The image in Fig. S5c shdws that the dark region originétes at the tip apéx, but it can.
form at other locations. The ionization zones do not disappear, but retreat with the water layer as
the dark region at the tip apex increases in size. As shoWn in Fig. 5.6¢c, occasionally some

ionization continues in the dark region. This may indicate that not all water is removed from the

tip apex or that water readsorbs onto the tip surface.

The differences in the ionizatién images above and below 130 K are reflected by the RFD
spectra. Fig. 6 shows the effect of temperature on RFD spectra for water layers approximately
ten times as thick (x = 3) as the water layers'in Fig. 3. All peaks have a gradual onset as the.
applied field increases. The sharp spikes in the spectra below 130 K correspond to the flashes
seen in the field ionization images. Above 130 K, the end of ionization is more gradual. Note
that the area under the peaks in Fig. 6 is not constant. This may be due to changes in the size of

the protonated water clusters with temperature.

3.3. Ionization Onset

The onset field of ionization Fp,,,, defined experimentally as the applied field at which
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- -ionization reaches 10 counts/s, was measured as a function of ice thickness. The ionization

threshold of 10 counts/s is lower than used previously [35] due fo the much better signal to noise
ratio ‘of these experiments. Fig. 7 shows the dependence of the onset’field on thick_néss at 133 K.
The data fa}l on two lines with a slope break at x = 1.0. ThJS change of slope was present at all '
terr.lperatures examined, though not at the same thickness or applied ﬁeid. |

The field iéniiation images and sp‘ectra show that ionization in thin layers differs t.'romrthat,
in thick lﬁyers. The slope break in piots of ionization onset Fpp.0 as a function of thickness x
indicate that there may be a change in ioniiation mechanism with water layer thickne;ss. In this
study, thin layers are deﬁned as points that fall below the change in slope (siope break) and thick
layers as those that lie above the slope break. The dimensionless thickness x at the slope break,
shown in Fig. 8, falls gradually from 2.3 near 100 K to 1.7 near 130 K. At 130 K, the
dimensionless thickness at the slope break drops abruptly to 1.0 and then graduaﬂy decreases to
0.5 at 148 K.

The slopés dF 0 /dx above and below the slope break are strongly dependent upon
temperature. Fig. 9 shows the témperature depehdence of dFgpp,0 /dx belox;./ the slope break (i.e.,
thin layers). Below 130 K, dFapp.0 /dx is approximately 0.1 V/ Aand above 130 K it is
approximately 0.3 V/A. The slopes and error bars weré calculated by ﬁ;lear regression of the
data.

Fig. 10 sho‘ws the temperature dependence of dFapy,, /dx above the slope break (i.e., thick
layers). The_ slope steadily decreases from a .valﬁe of approximately 0.1 V/ Anear 100 K to
0.04 V/Aat 130 K. These values are of the same order of magnitude as the slopes of thin layers

below 130 K. Above 130K, .dFa,,,,,,, /dx for thick layers increases linearly with increasing
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temperaturé as shown in Fig. 10. Th¢ values Qf dFapp,0 /dx for thick layers' are an order of
magnitude lower than for thin layers above 130 K.

Extrépolation‘of the thin coverage line in Fig. 7 to zero thickness gives an estimate of the
actual field fequired to ionize the ice, Fj,. Extrabolation is necessary to correct for 'sc.reening'of.
the field by waier layers of finite thickness.. The onset field F, is a true, rather than applied, field
because the influence of water layer thickness has been removed. The extrapolated o.nset fields

are shown Fig. 11. The onset field abruptly chaﬁges to a lower field at 130 K. The trend in the

extrapolated onset field is linear above and below 130 K.

4. Discussion

4.1. Phase Transition
‘The RFD data indicate that the properties of ice deposited on field emitter tips undergo a

step change at 130 K. Evidence of this step change include:

1) differences in the ionization images for thin layers below 130 K (Fig. 1) and above 130 K

(Fig. 2);

 2) presence of ionization “zones” above 130 K (Fig. 5), but not below 130 K (Fig. 4), in the Ty
field ion_ization images of thick layers; |
3) spikes in the RFD désorption spectra for thick layers below 130 K, but not abo?e 130 K
(Fig. 6);

4) change in the thickness at the slope break at 130 K (Fig. 8);
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5) abrupt change in the RFD slopes of the thin and thick coverage lines at 130 K

(Figs. 9-10); and
6) sudden decrease in the onset field at zero thickness at 130 K (Fig. 11).

Thus, not only the RFD spectra, but the ionization imagee indicate that the properties of the water
layer uudergo a step change at 130 K.

There is also evidence that the properties of the water layer depend upon the temperature
at which the water is dep031ted Preliminary data show that water layers (x = 0. 56) desorbed
below 145 K require lower ionization fields if they are dep051ted at 145 K, rather than at the
desorption temperature. For example, water deposited and desorbed at 110 K has an ionizationk
onset field of 0.57 V/A while water deposited at 145 K and desorbed at 110 K has an io‘uization
~ onset field of 0.44 V/A. The onset fields for the data deposited at 145 K are more consistent with
the higher temperature data in Fig. 11 than the lower temperature (i.e., the dashed line rather thari
7. the solid line). More data are required to make a definitive stateruent because this data was only

collected at one thickness and, as a result, tﬁere is insuf.ﬁcient data to determine the onset field at
zero thickness.

The step change in the ionization images, the thickness at the slope break, the RFD slopes
for thin and thick layers, and the onset field at 130 K are indicative of a phase change. While our
technique cannot identify the pvha‘ses directly, the most hker phase change is from aruorphous to
crystalline ice [28] The phase change in the RFD expenments occurs at 130 K wmch is about 20

_ K lower than the crystalhzatlon temperature of pure amorphous ice [13, 22, 26-30].
The lower crystallization temperature for the RFD expenments is not unexpected Itis

known that amorphous ice deposned above 113 K contains some crystalline i ice [32] and that the
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crystalline content increases with increasing depositio.n temperature [25, 27]. At the tempe;étures :
used in this study, cfystalliné nuclei should have been present in rhost of the deposited layers [24, |
.29, 31].. The presence of the crystall_ine nuclei lowers the crys"tallization température to 130-140 = -
K [13, 17]. However, the electric fields in the RFD expeﬁments are large and their effect should
not be overlooked. Molecular dynamics shnulati;)ns havé shown that liquid water undergoes an
abrupt phase transition to a éubic ice-like stfucture in the presence of a strong electric field (0.5 -
3 V/A) [39-43]. Thus, both the high deposition temperatures and the electric field in the RFD :
experhneﬁts may have contributed to the lowering of the crystallization temperqture.- The effects
of deposition temperature can be deconvoluted from field éffects in futu;e experiments by
depositing the water layers at a set temperature and performing the RFD experiment at the desired

temperature.

4.2. Temperature Dependence
The temperature dependence of the onset field of ionization provides information about

the energetics of the ionization event. As discussed previously [35], the rate of thermally excited

ionization may be written as: -

ViFo+Hy - (AP)F, ] )

Tion = My eXPI: iT

where n,, is the areal density of water, v the pre-exponential factor, V; the field dependence of the
potexjtial of curve crossing between the neutral and ionic potential energy curves, F, the onset

ﬁeld, H, the field-free activation barrier, AP the difference between the dipole moment of the final
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and initial states, k Boltzmann’s constant, and T temperature. This expression assumes that the

neutral and ionic potential energy curves are straight in.the region of crossing and that terms due

to the polarizability of water are small.

As a constant detection rate was used to determine the onset of ionization, an instrumental

~ constant /. can be estimated from Eqn. 7:

I.=

_1n|iri0”’0 } _ViF, +H, - (AP)F,

’ - S 8
n,v kT : ®)

where rion,o is derived from the specified detection rate of 10 counts/s and the hemispherical area

of the tip. The quantity in square brackets in Eqn. 7 is assumed to be independent of field. The
instrljmental constant is 45 for the specified detection rate and a tip radius of 350 A [35]. Solving

for F, gives

F, =m(Ha —1,kT). | ©)

This expression predicts a linear relationship between the onset field for ionization and the
temperature. As shown in Fig. 11 our data fit two lines: one for the crystalline phase and one for
the amorphous phase. The linear relationship for the amorphous phase isin exceﬂeﬁt_ agreement
with results for amorphous ice reported by Stinfz and Panitz [9].

Extrapolation of the data to zero field provides an estimate of t;1e field free activation

barrier. The extrapolated temperatures for the amorphous and crystalline phases in Fig. 11 are
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213 K and 216 K, respectively. Thus, the field-free activationib»arrier for fonization is 0.73 = 0.03 -

eV for the amorphous phase and 0.7 + 0.1 eV in the crystalline phaée. This compares well with
results from d.c. colnductivity experiments for water between platinum electrodes which show tﬁat
0.74 eV is required to fol'fn a pair of ions frorh two solvated water mélecules [44]. The error in
the field-free activation energy is 1.arge for the crystalline phase because thé data were taken over
a relatively narrow temperature range and they have large error bars. It may be possible to obtﬁin
a better estimate of the field-free activation energy for the crystélh'ne phase by lexténding the
temperature range. This can be done by depositing crystanine ice at temperatures ab;)ve 145K
[45, 46] and performing the RFD at lower temperatures.

Eqn. 9 indicates that the step change at 130 K in Fig. 11 could be due to a difference in

lthe dipole moment between the two phases. If V; 1s negligible [35] then the slope of —0;004754
VAK! for the amorphous phase is equivaleﬁt 'to a dipoie mément of -3.9 Deﬁye and the slope
0f-0.003614 VA'K ! in the crystalline phase is équivalent fo a dipole moment of —571 Deb.ye. If.
the final state hydronium ion is assumedv to have a small dipole moment (P = 0), then this result

gives values of 3.9 and 5.1 Debye for the initial state water molecules in amorphous and
crystalline ice, respectively. The dipole moment of liquid water has been calculated to'be 24-3.0
Debye and that of hexagonal ice is predicted to be 3.1 Debye [47]. A likely explanation for the

differences between the experimental and calculated values is that V; is not zero. Unfortunately,

the relative importance of the curve crossing (V;) and the dipolar interaction effects (AP) cannot

be measured with this method, and further research is necessary to devise a means for measuring

these quantities independently.
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S. Conclusions
Field ionization of water layers adsorbed under field-free conditions on a platinum tip

occurs at field of 0.5 to 0.2 V/A over a temperature range of 100 to 150 K. Ice deposited on field

‘emitter tips imdergoes a phase transition from amorphous to crystalline ice at 130 K, which is

20 K lower than the crystallization temperature of pure amorphous ice. The formation of

. crystalline nuclei in the ice and the presence of an applied field have been cited as contributors to

the decrease in crystallization. temperatufe. The data also. show that the phase change is abrupt.
The field-free ionization activation barriers for t;oth. phases are in excellent agreemént with
the 0.74 eV required to form a pair of ions from a pair of solvated water molecules. At 130 K,
there is a drop in the field required to ionize very thin water layers.. This difference has been
attﬁbuted to differences in dvipo'le moments in the amorphous and crystalline phases. The
estimated dipole momenté for amorphous and cryétalline ice are 3.9 Debye and 5.1 Debye,
respectively. Further experiments are planned to reduce the errdrs in the field-free activation

barrier and dipole moment estimates for the crystalline phase.
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Fig. 1.
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. Fig. 2.
|
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\ Fig. 3.
i

Fig. 4.

Fig. 5

Captions
Field ionization image for a thin layer (x = 0.7) of water at 108 K, where x is the
dhnénsionless thickﬁess. The ifnage is one frame from the video. |
Field ionizétiéﬁ image for a thin layer (x = 0.7) of water at 133 K. The image is one frame
from the video. | |
Ramped field desorption spectra (total ion intensity) of water layers of thickness x = 0.3 -
0.4 as a function of temperature. Adsorption and desorption of Qater Qcchrred atlthe
indicated temperature.
Field ionization image sequence for a thick layer (x = 4) of water at 108 K: (a) Image at

Fapp = L1 VIA; (b) Fapp=1.3 V/A; () Fapp=1.4 VIA.
Field ionization image sequence for a thick layer (x = 6) of water at 133 K. (a) Fypp =1

V/A; ionization zones are stationary and persistent. (b) Fopp = 1.2 V/A; ionization zones

" have increased in number and are'bcginning to become mobile.” (c) Fpp = 1.4 V/A, near

Fig. 6.

Fig. 7.
. Fig. 8.

Fig. 9.

the end of ionization; no ionization occurs in the dark region at the apex of the tip. o
Ramped field desorption spectra (total ion intensity) of water layers of thickness x = 2.7 —
3.3 as a function of temperature.

Applied field af ionization onset as a function of deposited ice thickness, x, at 133 K.

Dimensionless thickness x at the slope break as a function of temperature.

Dependence on temperature T of dFp, o/dx for thin layers (i.e., below the slope break),

where F,, is the applied field at ionization onset and x the dimensionless thickness.

Fig. 10. Dependence on temperature T of dFapp,de for thick layers (i.e., above the slope break).
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Fig. 11. Applied field at ionization onset Fj, as a function of temperature T in the limit of zero

coverage.
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